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History of the Computer   

üOriginal: 

     Big Fishes Eating Little Fishes  
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Computer Food Chain 
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Incredible performance improvement 
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Conclusion 
ü25%:  Technological improvements more steady than 

progress in computer architectrue 

ü52%:  After RISC emergence, computer design 
emphsized both architecutural innovation and efficient 
use of technology improvments. 
üCA plays an important role in perf. Improvement  

ü20%: little ILP left to exploit due to power dissipation  
üFaster uniprocessor  =>  multiple processor on chip 

ü ILP  => TLP and DLP 

ü Implicity, compiler and hardware  => Explicity, programmer  
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 Process ability Ą New Applications  
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Why Such Change in 60 years? 

üTwo reasons: 
üadvances in the technology used to build 

computers 
üIC 

üStrorage device(including RAM and DISK) 

üPeripheral device 

üinnovation in computer design. 
üSimpleĄcomplexĄmost 

complexĄsimpleĄcomplexĄmost complex 

üSometimes rapid, sometimes slow 
üMany technology have been washed out 
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Four Decades of microprocessor 

ü The Decade of the 1970õs  òMicroprocessorsó 
-  Programmable Controller  
-  Single- Chip Microprocessors  
-  Personal Computers (PC)  

ü The Decade of the 1980õs òQuantitative Architectureó 
-  Instruction Pipelining  
-  Fast Cache Memories  
-  Compiler Considerations  
-  Workstations  

ü The Decade of the 1990õs òInstruction-Level Parallelismó 
-  Superscalar Processors  
-  Speculative Microarchitectures  
-  Aggressive Code Scheduling  
-  Low- Cost Desktop Supercomputing  

ü The Decade of the 2000õs  òThread- level/Data -level parallelismó  
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Forces on Computer Architecture 

2014/4/13  13 

Technology Programming 

Languages 

Operating  

Systems  History  

Applications  Interface Design  
(ISA)  

Measurement & 
Evaluation  

Parallelism  

Computer Architecture : 
Å Instruction Set  Design 
Å Organization 
Å Hardware/Software Boundary 

Compilers 

Computer architecture has been at the core of such 
technological development and is still on a forward move  
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Classes of computers 
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ÅFlynnôs Taxonomy: A classification of computer architectures 

based on the number of streams of instructions and data  



SISD   
üA serial (non-parallel) computer  
üSingle instruction:  only one instruction stream is being 

acted on by the CPU during any one clock cycle  
üSingle data:  only one data stream is being used as input 

during any one clock cycle  
üDeterministic execution   
üThis is the oldest and until recently, the most prevalent 

form of computer  
üExamples: most PCs, single CPU workstations and 

mainframes  
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SIMD  
üA type of parallel computer  
üSingle instruction : All processing units execute the same 

instruction at any given clock cycle  
üMultiple data : Each processing unit can operate on a 

different data element  
üThis type of machine typically has an instruction dispatcher, a 

very high-bandwidth internal network, and a very large array 
of very small-capacity instruction units.  

üBest suited for specialized problems characterized by a high 
degree of regularity,such as image processing.  

üSynchronous (lockstep) and deterministic execution  
üTwo varieties: 
üProcessor Arrays : Connection Machine CM-2, Maspar MP-1, MP-2  
üVector Pipelines:  IBM 9000, Cray C90, Fujitsu VP, NEC SX-2, Hitachi 

S820  
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MISD  

üA single data stream is fed into multiple 
processing units.  
üEach processing unit operates on the data 

independently via independent instruction 
streams.  
üFew actual examples of this class of parallel 

computer have ever existed . One is the 
experimental Carnegie-Mellon C.mmp computer 
(1971).  
üSome conceivable uses might be:  
ümultiple frequency filters operating on a single signal 

stream  
ümultiple cryptography algorithms attempting to crack a 

single coded message.  
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MIMD 

üCurrently, the most common type of parallel computer. Most 
modern computers fall into this category.  

üMultiple Instruction : every processor may be executing a 
different instruction stream  

üMultiple Data : every processor may be working with a 
different data stream  

üExecution can be synchronous or asynchronous, deterministic 
or non-deterministic  

üExamples: most current supercomputers, networked parallel 
computer "grids" and multi -processor SMP computers - 
including some types of PCs.  
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Classification-market 
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